
 

Week 4 QCB 4081508 Spring 2020

Likelihood maximum likelihood estimation CMCE

EFDs exponential family distributions

Frequentist inference from pivotal
statistics

probability

m

ru's X Xu Xn in Fo

parameter should be informative
about

what we want to know about the population

Xi Xz Xa Fo joint distribution

Two levels in a study
Observed data x x xn

Random variables X Xa Xn that
model obtained date



joint
let's suppose

we have a pdf or a

pouf for the ru model

flea a

If we're going to evaluate
this on

observed data it becomes a function

of Q

Likelihood ILO E fix o

obesened data

log likelihood LCE x log Leo e

Suppose Xi Xz Xn info

Then do x log Leith
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Sufficientstatistic
A statistic TCE is any function

of the data

Ttx is sufficient if Il TCI

does not depend on 0

If HE o g TLE 01 htt
then

TLE is sufficient

40 Il gltcxio lhlx.la LH Tha

proportional in 0

Exercise
X Xu Xn Ed Ncm 621 Show

In is sufficient for µ
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Other topics

Minimal sufficient statistics

Complete sufficient statistics

Ancillary statistics

Basu's theorem

MaximumlikelihoodEstimation
The MLE is the value of 0 that

maximizes the likelihood
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Ip Icp x 0 solve for p

farce In

p
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Normal 1911 for cazen

Suppose my real life
data says p

0.32
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I've observed p 20132 x 32 n car

But I want the sampling distribution

of ph the dist n of f _In when I

repeat the study probability arm over

and over

P is unknown so the dist n of f involves

p But a pivotal statistr does int

involve p such as

p
ftp.npg

No nlco 1

Assumptions
Xi Xu Xa in Fo

Fn is the MLE from the data

Regularity conditions net



MLE is consistent

En P a

Equivanoince If En is the MCE off

then glen is the MLE of gCG

Example X BinomialCh pl

p Xln Nfl l f is MLE of

Var X np l pl

Fisher Information is

Inca Var Follo xI
var Toshio xi

Ivar Lallo xi
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In general the standard error of an

estimator is the standard deviation of

the sampling dist n of the
estimator

For MLEs the standard error of En is

FarcET E seton

Seton
1

Enno
true 0

Also Seton
1

Eoin
is defined as the usual standard error

estimator of an MLE

CLT for MLE
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n O D Normal Oil
Teton as n

Example X Binomial In pl

Iacp A
pcl p

Asymptotiapinohlstatistia
Under above assumptions

2
n D Normal10,1
sell n as n w

is approximate pivotal statism

Optimality

The MLE is such that

rn En ol Nando 51

Suppose For is any other estimator

where Tn Fn Ot Ks Norad 0,0



It follows that tf E l

Delta method

If ga is a differentiable function and

g 107 10
We have

gettin glott g'lol Ct El

Suppose I have Teton then
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ExpmentimigDimbutins EFD

Simple case Naturel single Parameter EFD

fCx n hkd exp Ex ACN

Example Bernoulli p

f x p p Ci p
l X

exp xlogip
t l xi log tp

exp log Ep x t log l pl
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exp nx ACN

A General Definition

17
d dimensional

If X follows an EFD parameterized on the

observed scale by I then it has

pdf or pint of the form

flex E had exp u.EU LEITH ACE

if
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d LEI NIU Rd respecting

The functions half k 1 n yd map the

usual observed to the natural parameters

A Iz is sometimes called log normoliter

A ly log had exp
Eda Each Taxi dx



Example Normal tin or I

fix m oh tape exp I

exp Ex taxa logion EI
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Calculating Moments
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Maximum Likelihood

X Xz Xn are iid from an EFD

lazies Ei GoghGil E.hu ITulxil

Aue

t.dhix i.EI.ixii nfz.AE

So MLE of Yu is the solution to

n1 El Taxi ftp.ACE
ECTNXI

StatisticalInferencey
We have observed data that is

modeled by a probability generation process

The probability distribution
has parameters

informative about the population



Statistical Inference reverse engineers

this forward to estimate parameters

and provide measures of uncertainty

about the estimates

parameter

statistic
sampling distribution

sampling disti connects my calculated

statistr to the population probability

model

Goals and strategies Frequentist

data fi Xu a i Xu

Model Xi Xz Xn Ff

point estimate of 0

confidence intend of 0

uncertainty of point estimate

Hypothesis test assesses specifR
Value S g f f



Pointer Example MLE En

Confidence Intends of MLEs

CI has the form

f Ce Et cu Ce Cu 20

where
a

goPi Q Ce E E E O t cu

forms the level or coverage probability

Note I is the rv and Ce Cn

are too usually
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95 approx CI is
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see reading for one sided
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Za is the L percentile

of Normal Oil

l 27.10006 approx CI

E 124 1 Self It IzaalsICEH

sample surveys 1.96

that E 1 21

Next time Hypothesis testing

Bayesian Inference


